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## 1 Introduction

Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary real matrix and consider the following minimization problem,

$$
\begin{equation*}
\min _{\mathbf{B} \in \mathbb{R}^{m \times n}}\|\mathbf{A}-\mathbf{B}\|_{F} \quad \text { subject to } \quad \operatorname{rank}(\mathbf{B})=k \leq \min \{m, n\} \tag{1}
\end{equation*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm. This problem, referred to as the low-rank approximation problem, is a key ingredient in numerous applications in data analysis and scientific computing including principal component analysis [23], data compression [19] and approximation algorithms for partial differential and integral equations [13], to name a few. Its solution [7] is obtained from the order $k$ truncated singular value decomposition (SVD) of $\mathbf{A}$.

Let $\mathbf{U} \in \mathbb{R}^{m \times m}$ and $\mathbf{V} \in \mathbb{R}^{n \times n}$ be the real orthogonal matrices containing the left and right singular vectors of $\mathbf{A}$ respectively, and $\boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{\min \{m, n\}}\right) \in \mathbb{R}^{m \times n}$ the matrix containing the singular values of $\mathbf{A}$ with the convention $\sigma_{1} \geq \cdots \geq \sigma_{\min \{m, n\}}$. For a given integer $k \leq \min \{m, n\}$, we consider the following partitioning of the SVD of $\mathbf{A}$,

$$
\mathbf{A}=\left[\begin{array}{ll}
\mathbf{U}_{k} & \overline{\mathbf{U}}_{k}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{k} &  \tag{2}\\
& \overline{\boldsymbol{\Sigma}}_{k}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{V}_{k} & \overline{\mathbf{V}}_{k}
\end{array}\right]^{\top}
$$

where $\mathbf{U}_{k} \in \mathbb{R}^{m \times k}, \overline{\mathbf{U}}_{k} \in \mathbb{R}^{m \times(m-k)}, \mathbf{V}_{k} \in \mathbb{R}^{n \times k}, \overline{\mathbf{V}}_{k} \in \mathbb{R}^{n \times(n-k)}, \boldsymbol{\Sigma}_{k} \in \mathbb{R}^{k \times k}$ and $\overline{\boldsymbol{\Sigma}}_{k} \in \mathbb{R}^{(m-k) \times(n-k)}$. Defining $\mathbf{A}_{k}=\mathbf{U}_{k} \boldsymbol{\Sigma}_{k} \mathbf{V}_{k}^{\top}$ and $\overline{\mathbf{A}}_{k}=\overline{\mathbf{U}}_{k} \overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top}$, one can rewrite $\mathbf{A}=\mathbf{A}_{k}+\overline{\mathbf{A}}_{k}$ where the matrix $\mathbf{A}_{k}$ is precisely the solution of (1). The corresponding optimal value reads $\left\|\mathbf{A}-\mathbf{A}_{k}\right\|_{F}=\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}$.

The matrix $\mathbf{A}_{k}$ can be computed with any SVD algorithm enabling a truncation mechanism [8, Section 9.6]. However, for large-scale problems, the classical approaches become prohibitively expensive or are even inapplicable if $\mathbf{A}$ is not stored explicitly. In these situations, one is rather interested in computing $\widehat{\mathbf{A}}_{k}$, a reasonably accurate approximation of $\mathbf{A}_{k}$, which is typically expected to be optimal up to a small factor $\varepsilon>0$, that is, $\widehat{\mathbf{A}}_{k}$ satisfies,

$$
\left\|\mathbf{A}-\widehat{\mathbf{A}}_{k}\right\|_{F} \leq(1+\varepsilon)\left\|\mathbf{A}-\mathbf{A}_{k}\right\|_{F}
$$

Over the past decade, randomized algorithms for computing such approximations have been proposed. Following [30], the authors in [14] proposed an efficient algorithm now widely known as the Randomized SVD (RSVD) algorithm. Noticing that $\mathbf{A}_{k}=\mathbf{U}_{k} \mathbf{U}_{k}^{\top} \mathbf{A}=\pi\left(\mathbf{U}_{k}\right) \mathbf{A}$, the RSVD computes a low-rank approximation of $\mathbf{A}$ using a randomized procedure for estimating $\mathcal{R}\left(\mathbf{U}_{k}\right)$, where $\mathcal{R}(\cdot)$ denotes the column space. Several so-called randomized range-finder algorithms have been proposed and studied in the literature like the randomized subspace iteration method [23] or the randomized (block) Krylov subspace methods [21, 28, 31]. Regardless of the range-finder method, the RSVD can be theoretically analyzed by studying the following quantity

$$
\begin{equation*}
\left\|\left[\mathbf{I}_{m}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \tag{3}
\end{equation*}
$$

where $\mathbf{Z} \in \mathbb{R}^{m \times \ell}$ is a random matrix satisfying $\ell \geq k$ assumed to be ideally such that $\mathcal{R}(\mathbf{Z})$ approximates $\mathcal{R}\left(\mathbf{U}_{k}\right)$.

In this manuscript, we will focus on the randomized subspace iteration method which is the most commonly used method to approximate the dominant singular modes (and sometimes the only practicable one). The theoretical analysis of the RSVD based on the randomized subspace iteration has first been proposed in [14], where the authors have derived bounds for (3) both in expectation and in probability. Their analysis in Frobenius norm was limited to the case where $\mathbf{Z}=\mathbf{A G}$ with $\mathbf{G}$ a matrix whose columns are independently sampled from a $n$-variate standard Gaussian distribution. In a subsequent study, the author in [12] extended the analysis to the full randomized subspace iteration
and provided error bounds when $\mathbf{Z}=\left(\mathbf{A A}^{\top}\right)^{q} \mathbf{A G}$ with $q \geq 0$. More recently, the authors in [2] have proposed a generalization of the RSVD to the infinite-dimensional case, where $\mathbf{A}$ is replaced by a linear differential operator. From their theoretical analysis in the infinite-dimensional setting, they were able to propose error bounds [1] for (3) in the more general setting where $\mathbf{Z}=\mathbf{A} \mathbf{G}^{\prime}$ and the columns of $\mathbf{G}^{\prime}$ are non-standard Gaussian vectors with covariance matrix $\mathbf{C} \in \mathbb{R}^{n \times n}$. Their approach showed that a relevant choice for $\mathbf{C}$ could improve the performance.

In its generality, for randomized low-rank approximation, a structure is imposed to $\mathbf{Z}$, namely $\mathbf{Z}=f(\mathbf{A}) \mathbf{G}$, where $f$ is a function in $\mathbf{A}$ and $\mathbf{G}$ a Gaussian matrix whose columns are sampled from a Gaussian distribution with zero mean and covariance matrix $\mathbf{C}$. Here, the columns $\mathbf{z}_{i}=f(\mathbf{A}) \mathbf{g}_{i}$ of $\mathbf{Z}$ also follow a Gaussian distribution with zero mean and covariance matrix

$$
\begin{equation*}
\mathbf{K}=\mathbb{E}\left[f(\mathbf{A}) \mathbf{g}_{i} \mathbf{g}_{i}^{\top} f(\mathbf{A})^{\top}\right]=f(\mathbf{A}) \mathbb{E}\left[\mathbf{g}_{i} \mathbf{g}_{i}^{\top}\right] f(\mathbf{A})^{\top}=f(\mathbf{A}) \mathbf{C} f(\mathbf{A})^{\top} \tag{4}
\end{equation*}
$$

Consequently, the stochastic analysis of (3) is determined by the covariance matrix $\mathbf{K}$ of $\mathbf{z}_{i}$, and existing results all rely on particular structures for $\mathbf{K}$.

Beyond the RSVD, various randomized algorithms were proposed to address more elaborated eigenvalue and singular value problems. In [24, 27], the authors proposed methods to compute dominant eigenpairs of generalized Hermitian eigenvalue problems, while in [25], algorithms for computing truncated generalized singular value decomposition [29] were derived. Considering the appropriate matrices $\mathbf{A}$ and $\mathbf{Z}$, these algorithms all try, by design, to minimize a quantity of the form (3). However, their theoretical analysis cannot rely on the existing frameworks because the resulting covariance matrix of $\mathbf{Z}$ has a structure that differs from (4). In this regard, the analysis proposed by the authors was, if not incomplete, at least not entirely satisfying. This is for instance the case in [26], where no analysis in expectation are provided and only one algorithm out of three has an analysis in probability. Filling this gap in the literature is our main motivation.

We propose a stochastic analysis of the low-rank approximation error (3) which holds for any matrix $\mathbf{Z}$ whose columns are independently sampled from a multivariate Gaussian distribution with zero mean and covariance matrix $\mathbf{K}$. In particular, we do not assume any particular structure for $\mathbf{K}$. The proposed expectation and probability bounds allow one to obtain key properties of the covariance matrix $\mathbf{K}$ resulting in improved performance. This analysis can then be used to increase the efficiency of the current algorithms in learning the matrix $\mathbf{A}$. The main advantage of our general framework is that it allows us to analyze any randomized algorithms that can be rewritten as a low-rank approximation problem. In addition, all the prior results can be recovered by using our general framework unifying a large variety of error analyses.

The outline is the following. We first introduce key background material that will be helpful throughout the manuscript in Section 2. Section 3 details our main result on the general error analysis stated in Theorem 3.1. Section 3.1 illustrates our proposed analysis in three practical contexts: the classical power iteration scheme, the generalized RSVD [1] and the case where the covariance matrix is constructed out of a priori information. For the first two contexts, a comparison of our bounds with the ones from [12] and [1] is proposed. In Section 4, we propose numerical illustrations on a data assimilation problem [5, 18] and show that exploiting the particular structure of the problem to define the covariance matrix $\mathbf{K}$ improves the performance of the RSVD.

## 2 Preliminaries

In this section, we recall well-known key results and definitions from the literature.
Submultiplicativity Let $\|\cdot\|_{2}$ and $\|\cdot\|_{F}$ denote the spectral and the Frobenius norm respectively. The strong submultiplicativity property [15, Relation (B.7)] reads

$$
\begin{equation*}
\forall \mathbf{M} \in \mathbb{R}^{n \times p}, \mathbf{N} \in \mathbb{R}^{p \times q}, \quad\|\mathbf{M} \mathbf{N}\|_{F} \leq\|\mathbf{M}\|_{F}\|\mathbf{N}\|_{2} \tag{5}
\end{equation*}
$$

Partial ordering on the set of symmetric matrices Let $\mathbf{M} \in \mathbb{R}^{m \times m}, \mathbf{N} \in \mathbb{R}^{m \times m}$ be two symmetric matrices. The notation $\mathbf{M} \preccurlyeq \mathbf{N}$ means that $\mathbf{N}-\mathbf{M}$ is positive semi-definite. This relation defines a partial ordering on the set of symmetric matrices [16, Section 7.7]. An important property [16, Theorem 7.7.2] is that the partial ordering is preserved under the conjugation rule, i.e.,

$$
\begin{equation*}
\mathbf{M} \preccurlyeq \mathbf{N} \Longrightarrow \mathbf{Q}^{\top} \mathbf{M} \mathbf{Q} \preccurlyeq \mathbf{Q}^{\top} \mathbf{N Q}, \quad \forall \mathbf{Q} \in \mathbb{R}^{m \times n} \tag{6}
\end{equation*}
$$

We note that as a consequence of [16, Corollary 7.7.4(c)], the trace is monotonic with respect to the partial ordering, i.e.,

$$
\begin{equation*}
\mathbf{M} \preccurlyeq \mathbf{N} \Longrightarrow \operatorname{tr}(\mathbf{M}) \leq \operatorname{tr}(\mathbf{N}) . \tag{7}
\end{equation*}
$$

Projection matrices Suppose that $\mathbf{M} \in \mathbb{R}^{m \times n}$ has full column rank with column range space denoted by $\mathcal{R}(\mathbf{M})$. We denote by $\mathbf{M}^{\dagger}$ the left multiplicative inverse of $\mathbf{M}$, i.e., the Moore-Penrose inverse of $\mathbf{M}$, see, e.g., [16]. The orthogonal projection on $\mathcal{R}(\mathbf{M})$ is then given by $\pi(\mathbf{M})=\mathbf{M} \mathbf{M}^{\dagger}$, in particular, one has $\mathcal{R}(\pi(\mathbf{M}))=\mathcal{R}(\mathbf{M})$.

Sherman-Morrison formula Let $\mathbf{M} \in \mathbb{R}^{m \times n}$ and $\mathbf{N} \in \mathbb{R}^{n \times m}$ such that $\mathbf{I}_{n}+\mathbf{N M}$ is non-singular. Then, $\mathbf{I}_{m}+\mathbf{M N}$ is also non-singular and one has [9, Section 2.1.4],

$$
\begin{equation*}
\left(\mathbf{I}_{m}+\mathbf{M N}\right)^{-1}=\mathbf{I}_{m}-\mathbf{M}\left(\mathbf{I}_{n}+\mathbf{N M}\right)^{-1} \mathbf{N} \tag{8}
\end{equation*}
$$

Principal angles between subspaces Let $\mathcal{M}, \mathcal{N} \subset \mathbb{R}^{m}$ be two $k$-dimensional subspaces, and $\mathbf{M}, \mathbf{N} \in$ $\mathbb{R}^{m \times k}$ be two associated matrices with orthogonal columns satisfying $\mathcal{R}(\mathbf{M})=\mathcal{M}$ and $\mathcal{R}(\mathbf{N})=\mathcal{N}$ respectively. If $\sigma_{i}(\cdot)$ denotes the $i$-th largest singular value of a given matrix, then the principal angles between $\mathcal{M}$ and $\mathcal{N}$, denoted by $\theta_{1}, \ldots, \theta_{k}$ are defined as follow [17],

$$
\theta_{i}=\arccos \left(\sigma_{i}\left(\mathbf{M}^{\top} \mathbf{N}\right)\right), \quad 1 \leq i \leq k
$$

Further details on this notion can be found in [22].
Tangent matrix of the principal angles Let $[\mathbf{M}, \overline{\mathbf{M}}] \in \mathbb{R}^{n \times n}$ be an orthogonal matrix with $\mathbf{M} \in \mathbb{R}^{n \times k}$, and $\mathbf{N} \in \mathbb{R}^{n \times k}$ a full column rank matrix. Then the following singular value decomposition [32, Theorem 3.1] yields

$$
\begin{equation*}
\tan (\mathbf{M}, \mathbf{N}) \equiv \overline{\mathbf{M}}^{\top} \mathbf{N}\left(\mathbf{M}^{\top} \mathbf{N}\right)^{\dagger}=\mathbf{U} \operatorname{diag}\left(\tan \left(\theta_{1}\right), \ldots, \tan \left(\theta_{k}\right)\right) \mathbf{V}^{\top} \tag{9}
\end{equation*}
$$

where $\mathbf{U} \in \mathbb{R}^{(n-k) \times k}$ has orthonormal columns, $\mathbf{V} \in \mathbb{R}^{k \times k}$ is orthogonal and scalars $\theta_{1}, \ldots, \theta_{k}$ are the principal angles between $\mathcal{R}(\mathbf{M})$ and $\mathcal{R}(\mathbf{N})$.

## 3 General randomized low-rank approximation error bounds

A generalized RSVD is given in Algorithm 1. In the first stage, one searches for an approximation of $\mathcal{R}(\mathbf{A})$ by sampling $\mathbf{A}$ on $\ell$ independently drawn Gaussian vectors with zero mean and covariance matrix K. From a practical viewpoint, if a factorization $\mathbf{K}=\mathbf{L}^{\top} \mathbf{L}$ is available, then drawing the columns of $\mathbf{Z}$ reduces to compute $\mathbf{Z}=\mathbf{L} \boldsymbol{\Omega}$, where the columns of $\boldsymbol{\Omega}$ are standard Gaussian vectors. The second stage extracts the low-rank approximation of $\mathbf{A}$ from the orthonormal basis $\mathbf{Q}$ of $\mathcal{R}(\mathbf{Z})$.

We provide the general stochastic analysis of Algorithm 1 in Theorem 3.1 This theorem, which is our main contribution, extends the randomized low-rank approximation error analysis to a general covariance matrix $\mathbf{K}$, i.e. without assuming any specific structure. As will be shown in Section 3.1, our result unifies several existing error analysis bounds provided in the literature. For the sake of readability, we postpone the proof to Appendix A.

```
Algorithm 1: A general randomized singular value decomposition framework.
    Input: Matrix \(\mathbf{A} \in \mathbb{R}^{m \times n}\), number of samples \(1 \leq \ell \leq \operatorname{rank}(\mathbf{A})\), target rank \(1 \leq k \leq \ell\) to provide, covariance
            matrix \(\mathbf{K} \in \mathbb{R}^{m \times m}\).
    // Stage 1: Randomized range-finder
    Draw \(\mathbf{Z} \in \mathbb{R}^{m \times \ell}\) whose columns are centered Gaussian with covariance matrix \(\mathbf{K}\).
    Perform the thin QR factorization \(\mathbf{Z}=\mathbf{Q R}\).
    // Stage 2: Low-rank approximation
    Compute \(\mathbf{Y}=\mathbf{Q}^{\top} \mathbf{A}\).
    Perform the order \(k\) truncated SVD of \(\mathbf{Y}\), i.e. \(\mathbf{Y}=\mathbf{U}_{k} \widehat{\boldsymbol{\Sigma}}_{k} \widehat{\mathbf{V}}_{k}^{\top}\).
    Compute \(\widehat{\mathbf{U}}_{k}=\mathbf{Q} \mathbf{U}_{k}\).
    Output: Matrices \(\widehat{\mathbf{U}}_{k} \in \mathbb{R}^{m \times k}, \widehat{\boldsymbol{\Sigma}}_{k} \in \mathbb{R}^{k \times k}\) and \(\widehat{\mathbf{V}}_{k} \in \mathbb{R}^{n \times k}\) such that \(\mathbf{A} \approx \widehat{\mathbf{U}}_{k} \widehat{\boldsymbol{\Sigma}}_{k} \widehat{\mathbf{V}}_{k}^{\top}\).
```

Theorem 3.1. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix and $\mathbf{Z} \in \mathbb{R}^{m \times \ell}$ be a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{K} \in$ $\mathbb{R}^{m \times m}$, such that $\ell \leq \min (\operatorname{rank}(\mathbf{A}), \operatorname{rank}(\mathbf{K}))$. Let us further consider $\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$, the singular value decomposition of $\mathbf{A}$, and the related matrices $\mathbf{U}_{k}, \boldsymbol{\Sigma}_{k}$ and $\overline{\boldsymbol{\Sigma}}_{k}$ as given by (2).

For any integer $k \leq \ell-2$, if $\mathbf{K}_{k} \equiv \mathbf{U}_{k}^{\top} \mathbf{K} \mathbf{U}_{k}$ is non-singular, then one has

$$
\mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}\right] \leq\left(1+\tau_{k}(\mathbf{K})^{2}+\frac{\rho_{k}(\mathbf{K})^{2}}{\ell-k-1}\right)^{\frac{1}{2}}\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

Moreover, if $k \leq \ell-4$, then for all $u, t \geq 1$,

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \leq\left(1+\tau_{k}(\mathbf{K})+\sqrt{3} u t \cdot \frac{\rho_{k}(\mathbf{K})}{\sqrt{\ell-k+1}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

holds with probability at least $1-e^{-u^{2} / 2}-t^{-(\ell-k)}$ with

$$
\begin{aligned}
& \tau_{k}(\mathbf{K})=\frac{\left\|\tan \left(\mathbf{U}_{k}, \mathbf{K} \mathbf{U}_{k}\right) \boldsymbol{\Sigma}_{k}\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}} \\
& \rho_{k}(\mathbf{K})=\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F} \frac{\sqrt{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}} .
\end{aligned}
$$

Theorem 3.1 states that the deviation from the optimal error of the randomized low-rank approximation is monitored by two coefficients $\tau_{k}(\mathbf{K})$ and $\rho_{k}(\mathbf{K})$, respectively. The error is optimal whenever they both equal zero. The first one depends on the tangent of the principal angles (9) between $\mathcal{R}\left(\mathbf{U}_{k}\right)$ and $\mathcal{R}\left(\mathbf{K} \mathbf{U}_{k}\right)$. Consequently, $\tau_{k}(\mathbf{K})$ will be small when the principal angles are small, that is when $\mathcal{R}\left(\mathbf{U}_{k}\right)$ is close to $\mathcal{R}\left(\mathbf{K} \mathbf{U}_{k}\right)$. This suggests to choose $\mathbf{K}$ so that $\mathcal{R}\left(\mathbf{U}_{k}\right)$ is an approximate invariant subspace under the action of $\mathbf{K}$. The second coefficient $\rho_{k}(\mathbf{K})$ depends on two quantities. The term $\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F}$ is the low-rank approximation error of $\mathbf{K}^{\frac{1}{2}}$ induced by $\mathcal{R}\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)$. This quantity is small if $\mathcal{R}\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)$ is close to $\mathcal{R}\left(\mathbf{K}^{\frac{1}{2}}\right)$, and the minimum value is reached whenever $\mathcal{R}\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)$ is equal to the dominant eigenspace of $\mathbf{K}$.

For the second term, one observes that

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right) \leq \frac{1}{\lambda_{\min }\left(\mathbf{K}_{k}\right)}\left\|\boldsymbol{\Sigma}_{k}\right\|_{F} \tag{10}
\end{equation*}
$$

This term can thus be arbitrarily small when the eigenvalues of $\mathbf{K}_{k}$ (or equivalently $\pi\left(\mathbf{U}_{k}\right) \mathbf{K}$ ) are large.
Altogether, Theorem 3.1 highlights the main property that $\mathbf{K}$ must satisfy in order to obtain an efficient low-rank approximation: $\mathcal{R}\left(\mathbf{U}_{k}\right)$ should be well aligned with the dominant eigenspace of $\mathbf{K}$. Consequently, choosing the matrix $\mathbf{K}$ such that

$$
\begin{equation*}
\mathbf{K}=\mathbf{U}_{k} \boldsymbol{\Delta} \mathbf{U}_{k}^{\top} \tag{11}
\end{equation*}
$$

with $\boldsymbol{\Delta} \in \mathbb{R}^{k \times k}$ a symmetric positive definite matrix, leads to optimal values for the first error term $\tau_{k}(\mathbf{K})$ and the first coefficient of the second error term $\rho_{k}(\mathbf{K})$ for any choice of $\boldsymbol{\Delta}$. Note that, with the choice of the $\mathbf{K}$ matrix (11), the bound (10) depends on the choice of $\boldsymbol{\Delta}$, i.e. $\lambda_{\min }\left(\mathbf{K}_{k}\right)=\lambda_{\min }(\boldsymbol{\Delta})$.

In practice, since $\mathbf{U}_{k}$ is precisely the quantity that needs to be determined, the choice of the matrix $\mathbf{K}$ expressed by (11) is irrelevant. Instead, one rathers consider $\mathbf{K}=\mathbf{A} \mathbf{A}^{\top}$ as in the RSVD algorithm. Observing that $\mathbf{A} \mathbf{A}^{\top}=\mathbf{A}_{k} \mathbf{A}_{k}^{\top}+\overline{\mathbf{A}}_{k} \overline{\mathbf{A}}_{k}^{\top}$ and that $\mathbf{A}_{k} \mathbf{A}_{k}^{\top}=\mathbf{U}_{k} \boldsymbol{\Sigma}_{k}^{2} \mathbf{U}_{k}^{\top}$ is precisely of the form (11), then the RSVD is particularly efficient if $\mathbf{A} \mathbf{A}^{\top} \approx \mathbf{A}_{k} \mathbf{A}_{k}^{\top}$, that is whenever $\overline{\mathbf{A}}_{k} \overline{\mathbf{A}}_{k}^{\top}$ is negligible compared to $\mathbf{A}_{k} \mathbf{A}_{k}^{\top}$. We recover here a property well documented in the randomized linear algebra literature, that is Algorithm 1 is expected to perform well when the tail of the singular value distribution is negligible compared to the first $k$ singular values. Further discussions on practical choices for $\mathbf{K}$ are proposed in Section 3.1.

### 3.1 Particular choices for the covariance matrix

In this section, we particularize Theorem 3.1 for certain covariance matrices. As we will show, several prior bounds, that have been independently derived, can be recovered from Theorem 3.1. In Section 3.1.1, we first address the power iteration scheme, where we can compare our bounds to the ones proposed in [12]. Secondly, in Section 3.1.2 we propose an analysis of the Generalized RSVD introduced in [1]. Finally, in Section 3.1.3, we discuss relevant cases where the covariance matrix is constructed using available a priori information.

### 3.1.1 The power iteration scheme

The power iteration scheme considers $\mathbf{Z}=f(\mathbf{A}) \mathbf{G}$ with $f(\mathbf{A})=\mathbf{A}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{q}, q \geq 0$ and $\mathbf{G}$ being a matrix whose columns are independently sampled from a standard multivariate Gaussian distribution. Equivalently, one considers a matrix $\mathbf{Z}$ with columns sampled from a centered multivariate Gaussian distribution with covariance matrix $\mathbf{K}^{(\mathrm{p})}=f(\mathbf{A}) f(\mathbf{A})^{\top}=\mathbf{A}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{2 q} \mathbf{A}^{\top}$. Exploiting this structure in Theorem 3.1 yields the following corollary.
Corollary 3.2. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix, $\mathbf{G} \in \mathbb{R}^{n \times \ell}$ a matrix whose columns are independently sampled from a standard multivariate Gaussian distribution with covariance matrix such that $\ell \leq \operatorname{rank}(\mathbf{A})$, and $\mathbf{Z}=\mathbf{A}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{q} \mathbf{G}$ with $q \geq 0$. Let us further consider $\sigma_{1} \geq \cdots \geq \sigma_{n}$ the singular values of $\mathbf{A}$ and the matrix $\overline{\boldsymbol{\Sigma}}_{k}$ as given by (2).

For any integer $k \leq \ell-2$, one has

$$
\mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}\right] \leq\left(1+\left(\frac{\sigma_{k+1}}{\sigma_{k}}\right)^{2 q} \sqrt{\frac{k}{\ell-k-1}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

Moreover, if $k \leq \ell-4$, then for all $u, t \geq 1$,

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \leq\left(1+\sqrt{3} u t \cdot\left(\frac{\sigma_{k+1}}{\sigma_{k}}\right)^{2 q} \sqrt{\frac{k}{\ell-k+1}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

holds with probability at least $1-e^{-u^{2} / 2}-t^{-(\ell-k)}$.

Proof. Let us first define the covariance matrix $\mathbf{K}^{(p)}$ of the columns of $\mathbf{Z}$ :

$$
\begin{aligned}
\mathbf{K}^{(\mathrm{p})} & =\mathbf{A}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{2 q} \mathbf{A}^{\top} \\
& =\mathbf{U} \boldsymbol{\Sigma}\left(\boldsymbol{\Sigma}^{\top} \boldsymbol{\Sigma}\right)^{2 q} \boldsymbol{\Sigma}^{\top} \mathbf{U}^{\top} \\
& =\mathbf{U}_{k} \boldsymbol{\Sigma}_{k}^{4 q+2} \mathbf{U}_{k}^{\top}+\overline{\mathbf{U}}_{k}\left(\overline{\boldsymbol{\Sigma}}_{k} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right)^{2 q+1} \overline{\mathbf{U}}_{k}^{\top}
\end{aligned}
$$

From this, it readily follows that $\mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}=\boldsymbol{\Sigma}_{k}^{4 q+2}$ which is non-singular since $k \leq \ell \leq \operatorname{rank}(\mathbf{A})$ by assumption, and Theorem 3.1 can be applied. To compute the two coefficients, let us first observe that $\mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}=\mathbf{U}_{k} \boldsymbol{\Sigma}_{k}^{4 q+2}$, that is $\mathcal{R}\left(\mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}\right)=\mathcal{R}\left(\mathbf{U}_{k}\right)$. One thus deduces that

$$
\tan \left(\mathbf{U}_{k}, \mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}\right)=\mathbf{0}
$$

Then, one has

$$
\begin{aligned}
\left\|\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{p})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\left[\mathbf{K}^{(\mathrm{p})}\right]^{\frac{1}{2}}\right\|_{F}^{2} & =\operatorname{tr}\left(\mathbf{K}^{(\mathrm{p})}-\mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}\left(\mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{p})} \mathbf{U}_{k}\right)^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{p})}\right) \\
& =\operatorname{tr}\left(\mathbf{K}^{(\mathrm{p})}-\mathbf{U}_{k} \boldsymbol{\Sigma}_{k}^{4 q+2} \mathbf{U}_{k}^{\top}\right) \\
& =\operatorname{tr}\left(\overline{\mathbf{U}}_{k}\left(\overline{\boldsymbol{\Sigma}}_{k} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right)^{2 q+1} \overline{\mathbf{U}}_{k}^{\top}\right) \\
& =\operatorname{tr}\left(\left(\overline{\boldsymbol{\Sigma}}_{k} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right)^{2 q+1}\right) \\
& =\operatorname{tr}\left(\overline{\boldsymbol{\Sigma}}_{k}\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k}\right)^{2 q} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right)=\left\|\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k}\right)^{q} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right\|_{F}^{2}
\end{aligned}
$$

Altogether one obtains

$$
\tau_{k}\left(\mathbf{K}^{(\mathrm{p})}\right)=0 \quad \text { and } \quad \rho_{k}\left(\mathbf{K}^{(\mathrm{p})}\right)=\left\|\boldsymbol{\Sigma}_{k}^{-2 q}\right\|_{F} \frac{\left\|\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k}\right)^{q} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}}
$$

Applying the strong submultiplicativity (5) and using norm equivalence yields $\left\|\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k}\right)^{q} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right\|_{F} \leq$ $\sigma_{k+1}^{2 q}\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}$ and $\left\|\boldsymbol{\Sigma}_{k}^{-2 q}\right\|_{F} \leq \sqrt{k} \sigma_{k}^{-2 q}$ respectively, from which we finally obtain

$$
\rho_{k}\left(\mathbf{K}^{(\mathrm{p})}\right) \leq \sqrt{k}\left(\frac{\sigma_{k+1}}{\sigma_{k}}\right)^{2 q}
$$

If $q=0$, we recover the expectation bound proposed in [14, Theorem 10.5]. For easier comparison of the bounds in probability, we recall [14, Theorem 10.7] which states that under the same assumptions as Corollary 3.2, then

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \leq\left(1+t \cdot \sqrt{\frac{3 k}{\ell-k+1}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}+u t \frac{e \sqrt{\ell}}{\sqrt{\ell-k+1}} \sigma_{k+1}
$$

holds with probability at least $1-e^{-u^{2} / 2}-2 t^{-(\ell-k)}$, where $k \leq \ell-4$ and $u, t \geq 1$. Our bound is almost identical to the first term in $\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}$ except for the extra factor $u$. However, since our bound does not have the second term in $\sigma_{k+1}$, then for reasonably small values of $u$ (e.g. 2 or 3 ) one can expect our probability bound to have comparable accuracy.

For $q \geq 1$, we recover the convergence property of the power iteration scheme, i.e. the error approaches the optimal value as $\left(\sigma_{k+1} / \sigma_{k}\right)^{2 q} \rightarrow 0$. For comparison, using the property that $\sqrt{1+x} \leq$ $1+\sqrt{x}$ for $x \geq 0$, Theorem 5.7 in [12] provides the following upper bound for $p \geq 2$ :

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}\right] \\
& \quad \leq\left(1+\sqrt{k}\left(\frac{\sigma_{k+1}}{\sigma_{k}}\right)^{2 q} \frac{4 e \sqrt{\ell}}{\ell-k+1}[\sqrt{n-k}+\sqrt{\ell}+7] \frac{\sigma_{k+1}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F} .
\end{aligned}
$$

This bound is similar to our bound except for the multiplying factor

$$
\mathrm{c}=4 e \sqrt{\ell} \frac{\sqrt{\ell-k-1}}{\ell-k+1}[\sqrt{n-k}+\sqrt{\ell}+7] \frac{\sigma_{k+1}}{\left\|\bar{\Sigma}_{k}\right\|_{F}} .
$$

Since $\left\|\bar{\Sigma}_{k}\right\|_{F} \leq \sigma_{k+1} \sqrt{n-k}$ from classical norm equivalence, and both $\ell \geq \ell-k-1$ and $\ell-k \geq 2$ by assumption, it yields

$$
\mathrm{c} \geq \frac{4 e}{3}(\ell-k-1)
$$

This suggests that Corollary 3.2 provides tighter bounds than the ones proposed in [12], especially when the oversampling $\ell-k$ is large. Nevertheless, the refinement might not be significant and only illustrates that bounds from [12] are slightly over-pessimistic.

### 3.1.2 The generalized RSVD

Let us now consider $\mathbf{Z}=f(\mathbf{A}) \mathbf{G}^{\prime}$ with $f(\mathbf{A})=\mathbf{A}$ and, $\mathbf{G}^{\prime}$ is a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{C} \in \mathbb{R}^{n \times n}$. Again, this can be alternatively viewed as drawing the columns of $\mathbf{Z}$ from a centered multivariate Gaussian distribution with covariance matrix $\mathbf{K}^{(\mathrm{g})}=\mathbf{A C A}^{\top}$. This configuration has been for instance studied in [1], to improve the accuracy of low-rank approximations of differential operators. Lemma 3.3 provides simplified forms for both $\tau_{k}\left(\mathbf{K}^{(\mathrm{g})}\right)$ and $\rho_{k}\left(\mathbf{K}^{(\mathrm{g})}\right)$.
Lemma 3.3. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix, $\mathbf{G} \in \mathbb{R}^{n \times \ell}$ a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{C} \in \mathbb{R}^{n \times n}$ such that $\ell \leq \operatorname{rank}(\mathbf{A})$, and $\mathbf{Z}=\mathbf{A G} \in \mathbb{R}^{m \times \ell}$. Let us further consider $\mathbf{A}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{\top}$, the singular value decomposition of $\mathbf{A}$, and the related matrices $\mathbf{V}_{k}$ and $\overline{\boldsymbol{\Sigma}}_{k}$ as given by (2).

For any integer $k \leq \ell-2$, one has

$$
\begin{aligned}
\tau_{k}\left(\mathbf{K}^{(\mathrm{s})}\right) & =\frac{\left\|\overline{\boldsymbol{\Sigma}}_{k} \tan \left(\mathbf{V}_{k}, \mathbf{C} \mathbf{V}_{k}\right)\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}}, \\
\text { and } \quad \rho_{k}\left(\mathbf{K}^{(\mathrm{s})}\right) & =\left\|\left[\mathbf{I}_{n}-\pi\left(\mathbf{C}^{\frac{1}{2}} \mathbf{V}_{k}\right)\right] \mathbf{C}^{\frac{1}{2}} \mathbf{A}^{\top}\right\|_{F} \frac{\sqrt{\operatorname{tr}\left(\left(\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\right)^{-1}\right)}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}},
\end{aligned}
$$

where $\mathbf{K}^{(\mathrm{g})}=\mathbf{A C A}{ }^{\top}$ is the covariance matrix of the columns of $\mathbf{Z}$. The coefficients $\tau_{k}(\cdot)$ and $\rho_{k}(\cdot)$ are defined in Theorem 3.1.

Proof. The standard properties of Gaussian vectors yield $\mathbf{K}^{(\mathrm{g})}=\mathbf{A C A}^{\top}$, from which we obtain

$$
\mathbf{U}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}=\boldsymbol{\Sigma} \mathbf{V}^{\top} \mathbf{C} \mathbf{V} \boldsymbol{\Sigma}^{\top} .
$$

Straightforward algebraic manipulations then yield

$$
\begin{aligned}
\tan \left(\mathbf{U}_{k}, \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k}\right) \boldsymbol{\Sigma}_{k} & =\overline{\mathbf{U}}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k}\left(\mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k}\right)^{-1} \boldsymbol{\Sigma}_{k} \\
& =\overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C V}_{k}\left(\mathbf{V}_{k}^{\top} \mathbf{C V}_{k}\right)^{-1}
\end{aligned}
$$

$$
=\overline{\boldsymbol{\Sigma}}_{k} \tan \left(\mathbf{V}_{k}, \mathbf{C V}_{k}\right)
$$

Likewise, one gets

$$
\begin{aligned}
\left\|\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}}\right\|_{F}^{2} & =\operatorname{tr}\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}}\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}}\right) \\
& =\operatorname{tr}\left(\mathbf{K}^{(\mathrm{g})}\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\right) \\
& =\operatorname{tr}\left(\mathbf{K}^{(\mathrm{g})}\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\right) \\
& =\operatorname{tr}\left(\mathbf{A} \mathbf{C}^{\frac{1}{2}}\left[\mathbf{I}_{n}-\pi\left(\mathbf{C V}_{k}\right)\right] \mathbf{C}^{\frac{1}{2}} \mathbf{A}^{\top}\right) \\
& =\left\|\left[\mathbf{I}_{n}-\pi\left(\mathbf{C}^{\frac{1}{2}} \mathbf{V}_{k}\right)\right] \mathbf{C}^{\frac{1}{2}} \mathbf{A}^{\top}\right\|_{F}^{2},
\end{aligned}
$$

where we have used the circular invariance of the trace and the properties of projectors. Finally, observing that $\mathbf{K}_{k}=\boldsymbol{\Sigma}_{k} \mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k} \boldsymbol{\Sigma}_{k}$ concludes the proof.

The structure of $\tau_{k}\left(\mathbf{K}^{(\mathrm{g})}\right)$ and $\rho_{k}\left(\mathbf{K}^{(\mathrm{g})}\right)$ resembles the general form stated in Theorem 3.1. As a consequence, one can readily draw similar conclusions: $\mathbf{C}$ must be chosen so that $\mathbf{V}_{k}$ approximates its dominant eigenspace. For instance $\mathbf{C}=\mathbf{A}_{k}^{\top} \mathbf{A}_{k}=\mathbf{V}_{k} \boldsymbol{\Sigma}_{k}^{2} \mathbf{V}_{k}^{\top}$, although this is not practical since matrices $\mathbf{A}_{k}, \mathbf{V}_{k}$ and $\boldsymbol{\Sigma}_{k}$ may not be available.

Let us now use Lemma 3.3 and Theorem 3.1 to provide bounds comparable to [1].
Corollary 3.4. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix, $\mathbf{G} \in \mathbb{R}^{n \times \ell}$ a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{C} \in \mathbb{R}^{n \times n}$ such that $\ell \leq \operatorname{rank}(\mathbf{A})$, and $\mathbf{Z}=\mathbf{A G} \in \mathbb{R}^{m \times \ell}$. Let further $\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$ be the singular value decomposition of $\mathbf{A}$, and the related matrices $\mathbf{V}_{k}$ and $\overline{\boldsymbol{\Sigma}}_{k}$ as given by (2).

For any integer $k \leq \ell-2$, if $\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}$ is non-singular, then one has

$$
\mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}\right] \leq\left(1+\sqrt{\ell-k} \sqrt{\frac{k}{\ell-k-1} \frac{\beta_{k}(\mathbf{C})}{\gamma_{k}(\mathbf{C})}}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

Moreover, if $k \leq \ell-4$, then for all $u, t \geq 1$,

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \leq\left(1+\sqrt{3}(\sqrt{\ell-k+1}+1) \sqrt{\frac{k}{\ell-k+1} \frac{\beta_{k}(\mathbf{C})}{\gamma_{k}(\mathbf{C})}} \cdot u t\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}
$$

holds with probability at least $1-e^{-u^{2} / 2}-t^{-(\ell-k)}$.

Here,

$$
\beta_{k}(\mathbf{C})=\frac{\operatorname{tr}\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C} \overline{\mathbf{V}}_{k}\right)}{\lambda_{1}(\mathbf{C})\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}} \quad \text { and } \quad \gamma_{k}(\mathbf{C})=\frac{k}{\lambda_{1}(\mathbf{C}) \operatorname{tr}\left(\left(\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\right)^{-1}\right)}
$$

Proof. Let us denote $\mathbf{K}^{(\mathrm{g})}=\mathbf{A C A}{ }^{\top}$ the covariance matrix of $\mathbf{Z}$. First, one has $\mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k}=$ $\boldsymbol{\Sigma}_{k} \mathbf{V}_{k}^{\top} \mathbf{C V} \boldsymbol{\Sigma}_{k}$ which is non-singular since both $\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}$ and $\boldsymbol{\Sigma}_{k}$ are non-singular by assumption, so Theorem 3.1 can be applied. Using the submultiplicativity of the Frobenius norm along with (9), we have

$$
\left\|\overline{\boldsymbol{\Sigma}}_{k} \tan \left(\mathbf{V}_{k}, \mathbf{C} \mathbf{V}_{k}\right)\right\|_{F}^{2}=\left\|\overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\left(\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\right)^{-1}\right\|_{F}^{2}
$$

$$
\begin{aligned}
& \leq\left\|\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C}^{\frac{1}{2}}\right\|_{F}^{2}\left\|\mathbf{C}^{\frac{1}{2}} \mathbf{V}_{k}\left(\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\right)^{-1}\right\|_{F}^{2} \\
& =\operatorname{tr}\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C} \overline{\mathbf{V}}_{k}\right) \cdot \operatorname{tr}\left(\left(\mathbf{V}_{k}^{\top} \mathbf{C} \mathbf{V}_{k}\right)^{-1}\right) \\
& =k\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2} \frac{\beta_{k}(\mathbf{C})}{\gamma_{k}(\mathbf{C})}
\end{aligned}
$$

Thus,

$$
\tau_{k}\left(\mathbf{K}^{(\mathrm{g})}\right)=\frac{\left\|\overline{\boldsymbol{\Sigma}}_{k} \tan \left(\mathbf{V}_{k}, \mathbf{C V}_{k}\right)\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}} \leq \sqrt{k} \sqrt{\frac{\beta_{k}(\mathbf{C})}{\gamma_{k}(\mathbf{C})}}
$$

Then, let us use the following fact which will be proved in Appendix A, namely

$$
\left\|\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}}\right\|_{F}^{2}=\operatorname{tr}\left(\overline{\mathbf{U}}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \overline{\mathbf{U}}_{k}-\overline{\mathbf{U}}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \overline{\mathbf{U}}_{k}\right)
$$

Since $\overline{\mathbf{U}}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \overline{\mathbf{U}}_{k}$ is symmetric positive semi-definite, one has,

$$
\begin{aligned}
\left\|\left[\mathbf{I}_{m}-\pi\left(\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}} \mathbf{U}_{k}\right)\right]\left[\mathbf{K}^{(\mathrm{g})}\right]^{\frac{1}{2}}\right\|_{F}^{2} & \leq \operatorname{tr}\left(\overline{\mathbf{U}}_{k}^{\top} \mathbf{K}^{(\mathrm{g})} \overline{\mathbf{U}}_{k}\right) \\
& =\operatorname{tr}\left(\overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C} \overline{\mathbf{V}}_{k} \overline{\boldsymbol{\Sigma}}_{k}^{\top}\right) \\
& =\operatorname{tr}\left(\overline{\boldsymbol{\Sigma}}_{k}^{\top} \overline{\boldsymbol{\Sigma}}_{k} \overline{\mathbf{V}}_{k}^{\top} \mathbf{C} \overline{\mathbf{V}}_{k}\right) .
\end{aligned}
$$

Altogether, this yields

$$
\rho_{k}\left(\mathbf{K}^{(\mathrm{g})}\right) \leq \sqrt{k} \sqrt{\frac{\beta_{k}(\mathbf{C})}{\gamma_{k}(\mathbf{C})}}
$$

Plugging these inequalities in Theorem 3.1 and using that $\sqrt{1+x} \leq 1+\sqrt{x}$ for all $x \geq 0$ end the proof.

Corollary 3.4 provides bounds similar to the ones in [1]. There is nonetheless a difference that is worth pointing out. The probability and expectation bounds in [1], stated respectively in Theorem 2 and Proposition 6, predict a deviation from the optimal characterized by a form of $O(k)$ where $k$ represents the target rank. On the contrary, Corollary 3.4 exhibits bounds for the low-rank approximation error with deviation from the optimal of the form $O(\sqrt{k})$. This shows that the influence of the target rank $k$ is not as penalizing as the bounds in [1] would suggest.

### 3.1.3 K as a low-rank matrix update

We focus on exploring the potential benefits of incorporating an available approximate SVD within the covariance matrix to enhance the achievable bounds.

Let $\widehat{\mathbf{U}}_{k} \in \mathbb{R}^{m \times k}$ be an approximation of $\mathbf{U}_{k}$ satisfying $\widehat{\mathbf{U}}_{k}^{\top} \widehat{\mathbf{U}}_{k}=\mathbf{I}_{k}$, and $\widehat{\boldsymbol{\Sigma}}_{k}=\operatorname{diag}\left(\hat{\sigma}_{1}, \ldots, \hat{\sigma}_{k}\right)$ an approximation of $\boldsymbol{\Sigma}_{k}$. In this case, Theorem 3.1 suggests to consider a covariance matrix of the form

$$
\mathbf{K}_{\alpha, \beta}=\alpha \widehat{\mathbf{U}}_{k} \widehat{\boldsymbol{\Sigma}}_{k}^{2} \widehat{\mathbf{U}}_{k}^{\top}+\beta\left(\mathbf{I}_{n}-\widehat{\mathbf{U}}_{k} \widehat{\mathbf{U}}_{k}^{\top}\right)
$$

with $\alpha>0$ and $0 \leq \beta \leq \alpha \hat{\sigma}_{k}^{2}$. Therefore, the columns of $\widehat{\mathbf{U}}_{k}$ are eigenvectors of $\mathbf{K}_{\alpha, \beta}$ associated with eigenvalues $\alpha \hat{\sigma}_{1}^{2}, \ldots, \alpha \hat{\sigma}_{k}^{2}$, and the orthogonal of $\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$ is an eigenspace associated with the eigenvalue $\beta$. Note that the bounds in Theorem 3.1 are invariant under scalar multiplication of the covariance matrix. Therefore, one can consider either $\mathbf{K}_{\alpha / \beta, 1}$ or $\mathbf{K}_{1, \beta / \alpha}$, depending on the most convenient form.

The parameters $\alpha$ and $\beta$ play the roles of relative weights, allowing to balance the confidence in the approximation $\widehat{\mathbf{U}}_{k}$. If $\beta=0$, then $\mathbf{K}_{\alpha, 0}$ is a rank $k$ matrix such that $\mathcal{R}\left(\mathbf{K}_{\alpha, 0} \mathbf{U}_{k}\right)=\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$, which trivially yields

$$
\tau_{k}\left(\mathbf{K}_{\alpha, 0}\right)=\frac{\left\|\tan \left(\mathbf{U}_{k}, \widehat{\mathbf{U}}_{k}\right) \boldsymbol{\Sigma}_{k}\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}} \quad \text { and } \quad \rho_{k}\left(\mathbf{K}_{\alpha, 0}\right)=0 .
$$

In this configuration, the low-rank approximation error is only governed by how $\widehat{\mathbf{U}}_{k}$ accurately approximates $\mathbf{U}_{k}$. We note that using $\mathbf{K}=\mathbf{K}_{\alpha, 0}$ in Algorithm 1 yields a deterministic algorithm since $\operatorname{rank}\left(\mathbf{K}_{\alpha, 0}\right)=k \leq \ell$ so that $\mathbf{Z} \in \mathbb{R}^{m \times \ell}$ drawn with covariance matrix $\mathbf{K}_{\alpha, 0}$ satisfies $\mathcal{R}(\mathbf{Z})=\mathcal{R}\left(\mathbf{K}_{\alpha, 0}\right)=$ $\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$ with probability one.

Considering $\beta>0$, the columns of $\mathbf{Z}$ will have components both in $\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$ and its orthogonal complement. Since $\mathbf{U}_{k}$ is approximated by $\widehat{\mathbf{U}}_{k}$, it also has non-zero intersection both with $\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$ and its orthogonal. Consequently, if $\widehat{\mathbf{U}}_{k}$ is a poor approximation, then the orthogonal of $\mathcal{R}\left(\widehat{\mathbf{U}}_{k}\right)$ still contains relevant information regarding $\mathbf{U}_{k}$, and $\beta$ should be taken as large as possible to ensure the random exploration of the remaining space. Conversely, if $\widehat{\mathbf{U}}_{k}$ is an accurate approximation of $\mathbf{U}_{k}$, then one should choose a small (non-zero) value for $\beta$ so that the columns of $\mathbf{Z}$ are mostly aligned with $\mathcal{R}\left(\mathbf{U}_{k}\right)$.

Alternatively, considering $\widehat{\mathbf{V}}_{k} \in \mathbb{R}^{n \times k}$, an approximation of $\mathbf{V}_{k}$, one can also define the matrix,

$$
\mathbf{C}_{\alpha, \beta}=\alpha \widehat{\mathbf{V}}_{k} \widehat{\boldsymbol{\Sigma}}_{k}^{2} \widehat{\mathbf{V}}_{k}^{\top}+\beta\left(\mathbf{I}_{n}-\widehat{\mathbf{V}}_{k} \widehat{\mathbf{V}}_{k}^{\top}\right)
$$

and consider the covariance matrix $\mathbf{K}_{\alpha, \beta}=\mathbf{A} \mathbf{C}_{\alpha, \beta} \mathbf{A}^{\top}$. The same analysis can be performed, replacing $\mathbf{U}_{k}$ by $\mathbf{V}_{k}$ in the arguments.

## 4 Numerical experiments

In recent years, randomized SVD has a received considerable attention from the field of data assimilation (DA) [4, 3, 6]. DA is an intensive field of research, with various applications in Earth system modelling, for instance, numerical weather forecast, and oceanography, to name a few. DA is a methodology used to estimate the physical state of a dynamical system by using different sources of information taking into consideration their uncertainties. For our numerical experiments, we use a three-dimensional variational data assimilation formulation. In this approach, we solve a weighted nonlinear least-squares problem for a fixed time:

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x})=\frac{1}{2}\|\mathbf{y}-\mathcal{H}(\mathbf{x})\|_{\mathbf{R}^{-1}}^{2}+\frac{1}{2}\left\|\mathbf{x}-\mathbf{x}_{b}\right\|_{\mathbf{B}^{-1}}^{2} \tag{12}
\end{equation*}
$$

where $\mathbf{x} \in \mathbb{R}^{n}$ is the state of a dynamical system, for instance temperature, $\mathbf{y} \in \mathbb{R}^{m}$ is a vector consisting of observations, and $\mathbf{x}_{b} \in \mathbb{R}^{n}$ is a priori information. The operator $\mathcal{H}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is the nonlinear observation operator mapping the state vector from the model space to the observation space. $\mathbf{B} \in \mathbb{R}^{n \times n}$ and $\mathbf{R} \in \mathbb{R}^{m \times m}$ represent the error covariance matrices of a priori information and observations respectively.

A common approach for solving (12) is the truncated Gauss-Newton method [10]. This method relies on the linearization of the nonlinear observation operator around the current iterate $\mathbf{x}_{j}$, which results in a weighted linear least-squares sub-problem whose solution can be obtained by solving a preconditioned linear system:

$$
\begin{equation*}
\left(\mathbf{I}_{n}+\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1} \mathbf{H}_{j} \mathbf{L}\right) \delta \mathbf{v}_{j}=-\mathbf{L} \mathbf{b}_{j} \tag{13}
\end{equation*}
$$

where $\mathbf{L} \in \mathbb{R}^{n \times n}$ is a symmetric square-root factorization of $\mathbf{B}$ used as a preconditioner, $\mathbf{H}_{j} \in \mathbb{R}^{m \times n}$ is the Jacobian matrix of the observation operator at the current iterate, $\delta \mathbf{v}_{j}=\mathbf{L} \delta \mathbf{x}_{j}$ is the increment (search direction) in the preconditioned space, and $\mathbf{b}_{j}$ is the gradient of the nonlinear cost function (12)
calculated at the current iterate. The linear system (13) consisting of the symmetric positive definite matrix,

$$
\begin{equation*}
\mathbf{A}^{(j)}=\mathbf{I}_{n}+\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1} \mathbf{H}_{j} \mathbf{L} \tag{14}
\end{equation*}
$$

can then be solved by using an iterative method such as the preconditioned conjugate gradients method (PCG). While performing PCG for costly matrix-vector products with A like in numerical weather forecast, it is crucial to use an efficient second-level preconditioner like limited memory preconditioner [11] (LMP) to accelerate the convergence within the Gauss-Newton process. As an alternative to LMPs which obtain spectral information based on the matrix $\mathbf{A}^{(j-1)}$, one can obtain a secondlevel preconditioner based on the spectral information of the current matrix $\mathbf{A}^{(j)}$ by using randomized SVD [27].

In our numerical experiments, we then aim to approximate the eigenspectrum of the symmetric positive definite matrix $\mathbf{A}^{(k)}$ by using randomized SVD based on non-standard Gaussian sample matrices for the first Gauss-Newton iteration $k=1$. For simplicity, we will use $\mathbf{A}$ referring to $\mathbf{A}^{(1)}$. The error covariance matrix $\mathbf{B}$ is obtained from the discretization of the diffusion operator on a regular grid, $\mathcal{H}$ is chosen as a selection operator ( $\mathcal{H}$ is a linear operator), and $\mathbf{R}=\sigma_{\mathbf{R}} \mathbf{I}_{m}$ with $\sigma_{\mathbf{R}}>0$ being the standard deviation. The matrix of interest defined in (14) is a rank $m$ update of the identity. Consequently, the number of observations $m$ has a critical influence on the eigenvalue distribution, i.e. for $n>m$ there are $n-m$ eigenvalues equal to 1 . The eigenvalues of $\mathbf{A}$ also have a strongly decaying spectrum as shown in Figure 1 which is a property in favour of the randomized SVD. We choose $n=1000$, and we consider two different scenarios, with a different number of observations: LowObs for $m=200$, and HighObs for $m=500$.


Figure 1: Eigenvalue distribution of $\mathbf{A}$ in the LowObs and HighObs scenarios.

### 4.1 Accuracy of the error bounds

In this section, we analyze the accuracy of the bounds in Theorem 3.1 for a particular choice of the covariance matrix $\mathbf{K}$. Note that the dominant eigenvectors of $\mathbf{A}$ correspond to the dominant eigenvectors of $\mathbf{W}$, expressed as $\mathbf{W}=\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1} \mathbf{H}_{j} \mathbf{L}$, with its rank equal to $m<n$. Using the SVD, $\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1 / 2}=\mathbf{S}_{m} \boldsymbol{\Lambda}_{m}^{1 / 2} \mathbf{F}_{m}^{T}$, where $\mathbf{S}_{m} \in \mathbb{R}^{n \times m}, \boldsymbol{\Lambda}_{m} \in \mathbb{R}^{m \times m}$ and $\mathbf{F}_{m} \in \mathbb{R}^{n \times m}$, the eigenspectrum of $\mathbf{W}$ is then represented as $\mathbf{W}=\mathbf{S}_{m} \boldsymbol{\Lambda}_{m} \mathbf{S}_{m}^{\top}$. As a result, $\mathbf{S}_{m}$ represents the eigenvectors of $\mathbf{A}$ corresponding to the $m$ largest eigenvalues. Leveraging Theorem 3.1's results, we can improve the performance of Algorithm 1 by choosing the covariance matrix $\mathbf{K}=\mathbf{A} \mathbf{S}_{k} \mathbf{S}_{k}^{T} \mathbf{A}$, with $k \leq m$ being the target rank. Since $\mathbf{S}_{k}$ is not readily available and is indeed the quantity of interest, we select $\mathbf{K}=\mathbf{A L} \mathbf{A}=\mathbf{A B A}$. Note that $\mathbf{W}$ is in the image of the matrix $\mathbf{L}$ (this remark is further investigated in Section 4.2). When $\mathbf{H}$ is an identity matrix, i.e. $m=n, \mathcal{R}(\mathbf{L})=\mathcal{R}\left(\mathbf{S}_{m}\right)$. In the numerical experiments, $\mathbf{H}$ is chosen as a
selection operator. In this case, $\mathcal{R}\left(\mathbf{S}_{m}\right)=\mathcal{R}\left(\mathbf{L}_{m}\right)$ where $\mathbf{L}_{m} \in \mathbb{R}^{m \times n}$ is a submatrix of $\mathbf{L}$ with its $m$ columns selected through the matrix $\mathbf{H}$. Therefore, the performance of Algorithm 1 will be improved with the choice of $\mathbf{K}=\mathbf{A B A}$, whenever the subspace spanned by the $k$-th leading eigenvectors of $\mathbf{L}$ gets closer to the range of $\mathbf{S}_{k}$.

We apply Algorithm 1 with $\mathbf{Z}=\mathbf{A L G}, \mathbf{G}$ being a matrix whose columns are independently drawn from a standard multivariate Gaussian distribution. We compare the bounds to the empirical mean of the randomized low-rank approximation error computed out of 20 independent runs of Algorithm 1. For the comparison, we plot the quantity

$$
\frac{\left\|\left[\mathbf{I}_{m}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}}{\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}}-1
$$

which is as close as zero as the low-rank approximation error is close to the optimal value $\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}$. The coefficients $u$ and $t$ in Theorem 3.1 are obtained so that the probability of failure is strictly less than $10^{-3}$.

Figure 2 shows the low-rank approximation error with respect to the target rank $k$, for a fixed oversampling parameter $p=\ell-k=10$. Here, the bounds in expectation follow the empirical mean error trend, by a multiplicative factor of approximately 10. On Figure 2a however, the bound diverges after $k=200(=m)$. This behaviour illustrates that the use of $\mathbf{B}$ in the covariance matrix $\mathbf{K}$ may positively influence the low-rank approximation error as long as the target rank is smaller than $\operatorname{rank}\left(\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1} \mathbf{H}_{j} \mathbf{L}\right)=m$. When $k>m$, the algorithm is expected to produce approximations of eigenvectors associated with the cluster of eigenvalues at 1 , which are no longer in the image of $\mathbf{L}$, thus explaining why the bound diverges. This problem is not noticeable in Figure 2b since $m$ is equal to 500 in this scenario and $k$ is at most 300 . However, it is worth noting that the bounds diverge while the empirical error still decreases, highlighting that the bounds may overestimate the error in certain circumstances.

These considerations also apply to the probability bounds whose trends follow the expectation bounds. Given the small empirical standard deviation observed (grey halo around the empirical error), it is clear that the probability bounds severely overestimate the error by a factor of at least $10^{2}$.


Figure 2: Bounds for the low-rank approximation error versus the target rank $k$. The empirical data have been computed with $p=10$.

Figure 3 shows the behaviour of the bounds with respect to the oversampling parameter $p=\ell-k$ for a fixed value of the target rank $k(k=20)$. We observe no significant differences between the LowObs and HighObs scenarios. The bounds in expectation and in probability both predict a decrease rate of the error as $O(1 / \sqrt{p})$, but visibly fail to capture the true decrease rate.


Figure 3: Bounds for the low-rank approximation error versus the oversampling parameter $p=\ell-k$. The empirical data have been computed with $k=20$.

Finally, we propose in Figure 4 a comparison of the bounds from [1] in the HighObs scenario. This is meant to illustrate the discussion in Section 3.1.2, where we proposed alternative bounds to analyse the Generalized RSVD algorithm. We observe here that the bounds derived from Theorem 3.1 actually refine the ones from [1]. The impact of the extra $\sqrt{k}$ factor can be seen in Figure 4a, where the refinement brought by Theorem 3.1 is greater for large values of $k$ : e.g. in expectation, the improvement is approximately equal to a factor of 10 for small values of $k$, and up to almost 100 for larger values of $k$. The decrease rate of the error with respect to the oversampling parameter, shown in Figure 4b, is also impacted.


Figure 4: Comparison of the bounds with [1] in the HighObs scenario.

### 4.2 Approximate subspace iteration

In this section, we consider $\mathbf{Z}=\mathbf{A} \boldsymbol{\Omega}$ in Algorithm 1 and we denote by $\mathbf{C}$ the covariance matrix of $\boldsymbol{\Omega}$ which corresponds to $\mathbf{K}=\mathbf{A C A}$. Our objective is to illustrate how Algorithm 1 behaves when $\mathbf{A}$ is replaced by an approximation of $\mathbf{A}_{k}$ in the power iteration. We note here that the power scheme applied to square matrices has the form of

$$
\begin{equation*}
\mathbf{Z}=\mathbf{A}^{q} \mathbf{G} \tag{15}
\end{equation*}
$$

where $\mathbf{G}$ is a matrix whose columns are independently sampled from a standard multivariate Gaussian distribution. For our numerical experiments, we consider the following cases:
$\mathbf{C}=\mathbf{I}_{n}$ : This case corresponds to the exact power iteration with $q=1$ in Equation (15).
$\mathbf{C}=\mathbf{A}^{2}$ : This case corresponds to the exact power iteration with $q=2$ in Equation (15).
$\mathbf{C}=\mathbf{B}:$ This case can be interpreted as an approximate power iteration with $q=3 / 2$, where $\mathbf{A} \mathbf{A}^{1 / 2}$ is approximated by $\mathbf{A L}$. Note that we assume $\mathcal{R}(\mathbf{L}) \approx \mathcal{R}\left(\mathbf{A}_{k}^{1 / 2}\right)$.
$\mathbf{C}=\mathbf{B}^{2}$ : This case can be interpreted as an approximate power iteration with $q=2$, where $\mathbf{A}^{2}$ is approximated by AB.

The first case will serve as a reference, while the second one will serve as an ideal case. For the last two cases, we rely on the approximation that $\mathcal{R}(\mathbf{B})$ is an accurate approximation of $\mathcal{R}\left(\mathbf{L} \mathbf{H}_{j}^{\top} \mathbf{R}^{-1} \mathbf{H}_{j} \mathbf{L}\right)$. Ideally, if $\mathbf{B}$ is an accurate enough approximation of $\mathbf{A}_{k}$, and a fortiori of $\mathbf{A}$, then the resulting lowrank approximation error should be close to the one obtained with $q=2$ in (15). In theory, it may even yield umproved performance since using $\mathbf{A}$ is sub-optimal compared to $\mathbf{A}_{k}$.

Figure 5 presents the numerical results for different cases. A first important observation is that for both scenarios, using $\mathbf{L}$ or $\mathbf{B}$ improves over the reference case $\mathbf{C}=\mathbf{I}_{n}$, implying that corresponding covariance matrices are indeed carrying dominant eigeninformation of $\mathbf{A}$. Then, one also observes that applying Algorithm 1 with $\mathbf{C}=\mathbf{B}^{2}$ yields results very similar to $\mathbf{C}=\mathbf{A}^{2}$ and improved low-rank approximation for $k \geq 150$. These results suggest to use an approximation to $\mathbf{A}_{k}$ instead of $\mathbf{A}$.


Figure 5: Empirical low-rank approximation error with respect to the target rank $k$. The empirical data have been computed with $p=10$ and for different covariance matrices.

This is also what we observe when looking at the two parameters $\tau_{k}(\mathbf{K})$ and $\rho_{k}(\mathbf{K})$ shown in Figures 6 and 7 , respectively. Let us recall that $\tau_{k}(\mathbf{K})$ measures the stability of $\mathcal{R}\left(\mathbf{A}_{k}\right)$ under the action of $\mathbf{K}$ and that $\mathcal{R}\left(\mathbf{A}_{k}\right)=\mathcal{R}\left(\mathbf{S}_{k}\right)$ for $k \leq m$ in our case. From this, it is clear that $\tau_{k}(\mathbf{K})$ is zero for the first two cases and is thus not shown in Figure 6. For the remaining two cases, we note that $\tau_{k}(\mathbf{K})$ is relatively small compared to $\rho_{k}(\mathbf{K})$ except in the LowObs scenario when $k \geq m$. In this situation, the equality $\mathcal{R}\left(\mathbf{A}_{k}\right)=\mathcal{R}\left(\mathbf{S}_{k}\right)$ no longer holds, so the practical choice of using $\mathbf{L}$ or $\mathbf{B}=\mathbf{L}^{2}$ instead of $\mathbf{S}_{k} \mathbf{S}_{k}^{\top}$ becomes less relevant. Nevertheless, this limitation should not have any practical limitations since in concrete applications, the target rank $k$ will be chosen much smaller than $m$ the number of observations. On the other side, $\rho_{k}(\mathbf{K})$ is related to how the dominant eigenspectrum of $\mathbf{K}$ approximates the one of $\mathbf{A}$. Likewise, for $\tau_{k}(\mathbf{K})$, we observe a significant increase after $k=m$ in the LowObs scenario. The explanation is similar, since after this point, the target low-rank approximation $\mathbf{A}_{k}$ contains $m-k$ eigenmodes associated with the eigenvalue cluster at 1 , while the chosen covariance matrix is only meant to improve the approximation of the first $m$ dominant eigenmodes.


Figure 6: Parameter $\tau_{k}(\mathbf{A C A})$ versus the target rank $k$ for the different covariance matrices $\mathbf{C}$ under study.


Figure 7: Parameter $\rho_{k}$ (ACA) versus the target rank $k$ for the different covariance matrices $\mathbf{C}$ under study.

### 4.3 Using available approximations

In this section, we study the case where approximations $\widehat{\mathbf{V}}_{k}$ and $\widehat{\boldsymbol{\Sigma}}_{k}$ of $\mathbf{V}_{k}$ and $\boldsymbol{\Sigma}_{k}$ respectively are already available. The objective here is to analyze the low-rank approximation error when using a covariance matrix of the specific form

$$
\mathbf{C}_{\alpha, \beta}=\alpha \widehat{\mathbf{V}}_{k} \widehat{\boldsymbol{\Sigma}}_{k} \widehat{\mathbf{V}}_{k}^{\top}+\beta\left(\mathbf{I}_{n}-\widehat{\mathbf{V}}_{k} \widehat{\mathbf{V}}_{k}^{\top}\right)
$$

For this numerical experiment, the approximations are obtained by applying Algorithm 1 to $\mathbf{A}$, with $\mathbf{K}=\mathbf{A} \mathbf{A}^{\top}\left(\mathbf{C}=\mathbf{I}_{n}\right)$ and for varying values of target rank $k$ together with $p=\ell-k=10$. Information on the quality of the resulting approximation is shown in Figure 5. We then use the resulting matrices $\widehat{\mathbf{V}}_{k}$ and $\widehat{\boldsymbol{\Sigma}}_{k}$ to construct the matrix $\mathbf{C}_{\alpha, \beta}$. We study the following cases:

- Different scaling: $\alpha=0.01,1$ and 100 for a fixed value $\beta=1$. The scaling is expected to influence the performance as it allows to weight differently $\mathcal{R}\left(\widehat{\mathbf{V}}_{k}\right)$ and its orthogonal complement.
- For $\alpha=\beta=1$, we also consider the variant $\mathbf{C}_{\mathbf{L}}=\mathbf{L} \mathbf{C}_{1,1} \mathbf{L}$. Regarding the results from the previous subsection, using $\mathbf{L}$ is expected to improve the performance.
- We also consider the case $\alpha=1$ and $\beta=0$. As discussed in Section 3.1.3, this yields a deterministic algorithm which simply reduces to perform a standard power iteration step on top of
$\widehat{\mathbf{V}}_{k}$. This choice will serve as a reference, and our objective is to study whether maintaining randomization (i.e. $\beta>0$ ) can yield better performance. This can be interpreted as the limit of $\mathbf{C}_{\alpha, 1}$ when $\alpha$ increases.
- Finally, we consider the case $\mathbf{C}=\mathbf{I}_{n}$ corresponding to a single step of randomized power iteration. This base case is here to illustrate how using existing information actually improves performance.

The obtained results for the empirical low-rank approximation error are presented in Figure 8 and have been obtained from 20 independent applications of Algorithm 1.

Regardless of the scaling, for small values of $k$ (roughly $k \leq 100$ ), the resulting low-rank approximation error is almost identical and also improves over the reference case. For larger $k$, it seems that the larger $\alpha$ is, the better the performance is. This suggests that in this situation, the approximation $\widehat{\mathbf{V}}_{k}$ used to construct the covariance matrix is accurate enough to be trusted. Nevertheless, there is a trade-off to find since taking larger $\alpha$ would asymptotically yield the same results as $\mathbf{C}_{!, 0}$ (the reference case). Finally, the most noticeable case is $\mathbf{C}_{\mathbf{L}}$, which outperforms the reference case by almost a factor of 10 (given the target $k$ remains small enough). As expected, using $\mathbf{L}$ allows us to improve the performance because $\mathbf{L}$ also carries information. Of course, this also yields a more expensive algorithm since it would require an application of $\mathbf{L}$ to a $n \times \ell$ matrix, while the other scaled cases only involve thin matrices.


Figure 8: Empirical low-rank approximation error with respect to the target rank $k$. The empirical data have been computed with $p=10$ and for different covariance matrices.

## 5 Conclusions

We have proposed a general theoretical framework for the analysis of the low-rank approximation error where we have relaxed the assumptions on the covariance matrix. The obtained bounds, in expectation and in probability, have clear interpretations. We have illustrated the generality of our result by applying Theorem 3.1 to two known algorithms, and the obtained bounds have comparable accuracy as the ones derived on purpose in the literature. Finally, we have illustrated our result on a data assimilation problem. First, we have studied the accuracy of the bounds. Then, we have proposed numerical experiments in two different situations, using either an approximation of $\mathbf{A}$ or an available approximation of $\mathbf{V}_{k}$. In both cases, we have identified covariance matrices that enable us to improve the overall performance. This highlights that using the structure of the problem to design the covariance matrix does improve the performance of randomized low-rank approximation methods.

## A Proof of Theorem 3.1

In this appendix, we prove Theorem 3.1. We begin with a lemma which is a generalization of the analysis in terms of principal angles proposed in [24].
Lemma A.1. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix and $\mathbf{Z} \in \mathbb{R}^{n \times \ell}$ a full column rank matrix such that $\ell \leq \operatorname{rank}(\mathbf{A})$. Let us denote $\mathbf{Z}_{k}=\mathbf{U}_{k}^{\top} \mathbf{Z} \in \mathbb{R}^{k \times \ell}$ and $\overline{\mathbf{Z}}_{k}=\overline{\mathbf{U}}_{k}^{\top} \mathbf{Z} \in \mathbb{R}^{(n-k) \times \ell}$.

For any integer $k \leq \ell$, if $\operatorname{rank}\left(\mathbf{Z}_{k}\right)=k$, then one has

$$
\begin{equation*}
\mathbf{U}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{U}_{k} \preccurlyeq \mathbf{T}_{k}^{\top} \mathbf{T}_{k} \tag{16}
\end{equation*}
$$

where $\mathbf{T}_{k}=\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \in \mathbb{R}^{(n-k) \times k}$.

Proof. By assumption, $\mathbf{Z}_{k}$ has full row rank and thus has a right multiplicative inverse $\mathbf{Z}_{k}^{\dagger}$. Hence $\mathbf{Y}_{k}=\mathbf{Z} \mathbf{Z}_{k}^{\dagger}$ satisfies the two relations

$$
\mathbf{U}_{k}^{\top} \mathbf{Y}_{k}=\mathbf{I}_{k} \quad \text { and } \quad \overline{\mathbf{U}}_{k}^{\top} \mathbf{Y}_{k}=\mathbf{T}_{k}
$$

Moreover, we have $\mathcal{R}\left(\mathbf{Y}_{k}\right) \subset \mathcal{R}(\mathbf{Z})$ which implies that $\mathbf{I}_{n}-\pi(\mathbf{Z}) \preccurlyeq \mathbf{I}_{n}-\pi\left(\mathbf{Y}_{k}\right)$ according to [14, Proposition 8.5]. By using the conjugation rule (6) and the identity $\mathbf{U}_{k} \mathbf{U}_{k}^{\top}+\overline{\mathbf{U}}_{k} \overline{\mathbf{U}}_{k}^{\top}=\mathbf{I}_{n}$, we obtain

$$
\begin{aligned}
\mathbf{U}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{U}_{k} \preccurlyeq \mathbf{U}_{k}^{\top}\left[\mathbf{I}_{n}-\pi\left(\mathbf{Y}_{k}\right)\right] \mathbf{U}_{k} & =\mathbf{U}_{k}^{\top}\left(\mathbf{I}_{n}-\mathbf{Y}_{k}\left(\mathbf{Y}_{k}^{\top} \mathbf{Y}_{k}\right)^{-1} \mathbf{Y}_{k}^{\top}\right) \mathbf{U}_{k} \\
& =\mathbf{I}_{k}-\mathbf{U}_{k}^{\top} \mathbf{Y}_{k}\left(\mathbf{Y}_{k}^{\top} \mathbf{Y}_{k}\right)^{-1} \mathbf{Y}_{k}^{\top} \mathbf{U}_{k} \\
& =\mathbf{I}_{k}-\left(\mathbf{Y}_{k}^{\top} \mathbf{Y}_{k}\right)^{-1} \\
& =\mathbf{I}_{k}-\left(\mathbf{Y}_{k}^{\top}\left(\mathbf{U}_{k} \mathbf{U}_{k}^{\top}+\overline{\mathbf{U}}_{k} \overline{\mathbf{U}}_{k}^{\top}\right) \mathbf{Y}_{k}\right)^{-1}, \\
& =\mathbf{I}_{k}-\left(\mathbf{I}_{k}+\mathbf{T}_{k}^{\top} \mathbf{T}_{k}\right)^{-1} \\
& =\mathbf{T}_{k}^{\top}\left(\mathbf{I}_{n-k}+\mathbf{T}_{k} \mathbf{T}_{k}^{\top}\right)^{-1} \mathbf{T}_{k}
\end{aligned}
$$

where the last equality is obtained using the Sherman-Morrison formula (8). To conclude, we observe that $\left(\mathbf{I}_{n-k}+\mathbf{T}_{k} \mathbf{T}_{k}^{\top}\right)^{-1} \preccurlyeq \mathbf{I}_{n-k}$, which implies, using the conjugation rule (6), that $\mathbf{T}_{k}^{\top}\left(\mathbf{I}_{n-k}+\mathbf{T}_{k} \mathbf{T}_{k}^{\top}\right)^{-1} \mathbf{T}_{k} \preccurlyeq \mathbf{T}_{k}^{\top} \mathbf{T}_{k}$.

Remark. Let $\theta_{1}, \ldots, \theta_{k}$ denote the principal angles between $\mathcal{R}\left(\mathbf{U}_{k}\right)$ and $\mathcal{R}(\mathbf{Z})$, and $\widetilde{\theta}_{1}, \ldots, \widetilde{\theta}_{k}$ the ones between $\mathcal{R}\left(\mathbf{U}_{k}\right)$ and $\mathcal{R}\left(\mathbf{Y}_{k}\right)$. The statement of Lemma A. 1 can be geometrically rephrased as

$$
\sin \left(\theta_{i}\right)^{2} \leq \sin \left(\widetilde{\theta}_{i}\right)^{2}=\frac{\tan \left(\widetilde{\theta}_{i}\right)^{2}}{1+\tan \left(\widetilde{\theta}_{i}\right)^{2}} \leq \tan \left(\widetilde{\theta}_{i}\right)^{2}, \quad 1 \leq i \leq k
$$

Less formally, the forthcoming analysis is based on how close $\mathcal{R}\left(\mathbf{U}_{k}\right)$ and $\mathcal{R}\left(\mathbf{Y}_{k}\right)$ are, while the truly computed error rather concerns how close $\mathcal{R}(\mathbf{Z})$ is from $\mathcal{R}\left(\mathbf{U}_{k}\right)$. Since the latter is of dimension $\ell$, while $\mathcal{R}\left(\mathbf{Y}_{k}\right)$ is of dimension $k$, the looseness of the derived bounds will increase with $\ell$.

The next result is a deterministic bound for the low-rank approximation error which generalizes [14, Proposition 9.6].
Proposition $\mathbf{A} 2$ (Deterministic analysis). Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix and $\mathbf{Z} \in \mathbb{R}^{n \times \ell}$ a full column rank matrix such that $\ell \leq \operatorname{rank}(\mathbf{A})$. Let us further denote $\mathbf{Z}_{k}=\mathbf{U}_{k}^{\top} \mathbf{Z} \in \mathbb{R}^{k \times \ell}$ and $\overline{\mathbf{Z}}_{k}=\overline{\mathbf{U}}_{k}^{\top} \mathbf{Z} \in \mathbb{R}^{(n-k) \times \ell}$.

For any integer $k \leq \ell$, if $\operatorname{rank}\left(\mathbf{Z}_{k}\right)=k$, then one has

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}^{2} \leq\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}+\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}
$$

Proof. By definition of the Frobenius norm, one has

$$
\begin{aligned}
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}^{2}= & \operatorname{tr}\left(\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A} \mathbf{A}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right]\right) \\
= & \operatorname{tr}\left(\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right]\left[\mathbf{A}_{k} \mathbf{A}_{k}^{\top}+\overline{\mathbf{A}}_{k} \overline{\mathbf{A}}_{k}^{\top}\right]\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right]\right) \\
= & \operatorname{tr}\left(\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}_{k} \mathbf{A}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right]\right) \\
& \quad+\operatorname{tr}\left(\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \overline{\mathbf{A}}_{k} \overline{\mathbf{A}}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right]\right) \\
= & \left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}_{k}\right\|_{F}^{2}+\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \overline{\mathbf{A}}_{k}\right\|_{F}^{2}
\end{aligned}
$$

Using the unitary invariance of the Frobenius norm along with the fact that $\mathbf{I}_{n}-\pi(\mathbf{Z}) \preccurlyeq \mathbf{I}_{n}$, one readily gets $\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \overline{\mathbf{A}}_{k}\right\|_{F}^{2} \leq\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}$. For the remaining term, one has

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}_{k}\right\|_{F}^{2}=\operatorname{tr}\left(\boldsymbol{\Sigma}_{k} \mathbf{U}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{U}_{k} \boldsymbol{\Sigma}_{k}\right)
$$

Applying Lemma A. 1 and conjugating by $\boldsymbol{\Sigma}_{k}(6)$ it yields

$$
\boldsymbol{\Sigma}_{k} \mathbf{U}_{k}^{\top}\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{U}_{k} \boldsymbol{\Sigma}_{k} \preccurlyeq \boldsymbol{\Sigma}_{k} \mathbf{T}_{k}^{\top} \mathbf{T}_{k} \boldsymbol{\Sigma}_{k}
$$

Using the monotonic property of the trace (7) ends the proof.

Remark. In the particular case where $\mathbf{Z}=\mathbf{A} \boldsymbol{\Omega}$, we observe that Proposition A.2, up to different notation conventions, generalizes [14, Proposition 9.6].

Proposition A. 3 is the final and main result from which Theorem 3.1 can be deduced. It addresses the stochastic analysis of a particular quantity that plays a central role in our proof.
Proposition A.3. Let $\mathbf{A} \in \mathbb{R}^{m \times n}$ be an arbitrary matrix, and $\mathbf{Z} \in \mathbb{R}^{m \times \ell}$ a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{K} \in \mathbb{R}^{m \times m}$, such that $\ell \leq \min (\operatorname{rank}(\mathbf{A}), \operatorname{rank}(\mathbf{K}))$. Let us further denote $\mathbf{Z}_{k}=\mathbf{U}_{k}^{\top} \mathbf{Z} \in \mathbb{R}^{k \times \ell}$ and $\overline{\mathbf{Z}}_{k}=\overline{\mathbf{U}}_{k}^{\top} \mathbf{Z} \in$ $\mathbb{R}^{(n-k) \times \ell}$.

For any integer $k \leq \ell-2$, if $\mathbf{K}_{k} \equiv \mathbf{U}_{k}^{\top} \mathbf{K} \mathbf{U}_{k}$ is non-singular, one has

$$
\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]=\left\|\tan \left(\mathbf{U}_{k}, \mathbf{K} \mathbf{U}_{k}\right) \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F}^{2} \frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}{\ell-k-1}
$$

Moreover, if $k \leq \ell-4$, then for all $u, t \geq 1$ one has

$$
\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F} \leq\left\|\tan \left(\mathbf{U}_{k}, \mathbf{K} \mathbf{U}_{k}\right) \boldsymbol{\Sigma}_{k}\right\|_{F}+\sqrt{3} u t \cdot\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F} \sqrt{\frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}{\ell-k-1}}
$$

holds with probability at least $1-e^{-u^{2} / 2}-t^{-(\ell-k)}$.

## Proof.

Expectation. Using the theorem of total expectation one has

$$
\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]=\mathbb{E}\left[\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \mid \mathbf{Z}_{k}\right]\right]
$$

We consider the following partitioning

$$
\mathbf{U}^{\top} \mathbf{K} \mathbf{U}=\left[\mathbf{U}_{k} \mid \overline{\mathbf{U}}_{k}\right]^{\top} \mathbf{K}\left[\mathbf{U}_{k} \mid \overline{\mathbf{U}}_{k}\right]=\left[\begin{array}{cc}
\mathbf{K}_{k} & \mathbf{K}_{\perp, k}^{\top} \\
\mathbf{K}_{\perp, k} & \overline{\mathbf{K}}_{k}
\end{array}\right] .
$$

In the inner expectation, $\mathbf{Z}_{k}^{\dagger}$ is a fixed matrix, but unlike the standard result in [14], $\mathbf{Z}_{k}$ and $\overline{\mathbf{Z}}_{k}$ are not statistically independent. This implies that conditioned by $\mathbf{Z}_{k}$, the columns of $\overline{\mathbf{Z}}_{k}$ no longer follow a standard multivariate Gaussian distribution. Instead, if $\left[\mathbf{Z}_{k}\right]_{(i)}$ denotes the $i$-th column of $\mathbf{Z}_{k}$, then the $i$-th column of $\overline{\mathbf{Z}}_{k}$ follows a multivariate Gaussian distribution with mean term

$$
\boldsymbol{\mu}_{i} \equiv \mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1}\left[\mathbf{Z}_{k}\right]_{(i)}
$$

and covariance matrix

$$
\mathbf{K} / \mathbf{K}_{k} \equiv \overline{\mathbf{K}}_{k}-\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \mathbf{K}_{\perp, k}^{\top} .
$$

Consequently, if one defines $\boldsymbol{\mu}=\left[\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{\ell}\right]$, one can write $\overline{\mathbf{Z}}_{k}=\boldsymbol{\mu}+\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G}$ where the columns of $\mathbf{G} \in \mathbb{R}^{(n-k) \times \ell}$ are sampled from a standard Gaussian distribution. Thus, conditioned by $\mathbf{Z}_{k}$ one has

$$
\begin{aligned}
\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}= & \left\|\left[\boldsymbol{\mu}+\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G}\right] \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \\
= & \left\|\boldsymbol{\mu} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}+\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \\
= & \left\|\boldsymbol{\mu} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \\
& +2 \operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k}^{\dagger}\right]^{\top} \boldsymbol{\mu}^{\top}\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right)
\end{aligned}
$$

The linearity of the expectation allows us to deal with each term separately. Conditioned by $\mathbf{Z}_{k}$, the first one is a non-random constant, and the second term can be handled using [14, Proposition 10.1] since $\mathbf{G}$ has a standard multivariate Gaussian distribution. Concerning the third term, the linearity of the expectation conditioned by $\mathbf{Z}_{k}$ yields

$$
\begin{aligned}
& \mathbb{E}\left[\left.\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k}^{\dagger}\right]^{\top} \boldsymbol{\mu}^{\top}\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{G} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right) \right\rvert\, \mathbf{Z}_{k}\right] \\
& \quad=\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k}^{\dagger}\right]^{\top} \boldsymbol{\mu}^{\top}\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbb{E}\left[\mathbf{G} \mid \mathbf{Z}_{k}\right] \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right)=0 .
\end{aligned}
$$

Altogether, one has

$$
\begin{aligned}
\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \mid \mathbf{Z}_{k}\right] & =\left\|\boldsymbol{\mu} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \\
& =\left\|\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2},
\end{aligned}
$$

where the last equality follows from the simplification of $\mathbf{Z}_{k} \mathbf{Z}_{k}^{\dagger}$ when substituting $\boldsymbol{\mu}$ by its expression. Taking again the expectation yields

$$
\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]=\left\|\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2} \cdot \mathbb{E}\left[\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]
$$

Since the columns of $\mathbf{Z}_{k}$ are independently sampled from a multivariate Gaussian distribution with zero mean and covariance matrix $\mathbf{K}_{k}$, the matrix $\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}$ follows a Wishart distribution of the form $\mathcal{W}_{k}\left(\ell, \mathbf{K}_{k}\right)$ [20, Definition 3.1.3]. In addition, $\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}=\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k}^{\dagger}\right]^{\top} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right)=\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}\right]^{-1} \boldsymbol{\Sigma}_{k}\right)$, where the second equality holds with probability one since $\ell>k+1$. In fact, if $\mathbf{K}_{k}$ is non-singular,
the matrix $\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}$ is non-singular almost surely, see [20, Theorem 3.1.4]. In this case, according to [20, Theorem 3.2.12] for $\ell>k+1$, one has

$$
\mathbb{E}\left[\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}\right]^{-1} \boldsymbol{\Sigma}_{k}\right]=\boldsymbol{\Sigma}_{k} \mathbb{E}\left[\left[\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}\right]^{-1}\right] \boldsymbol{\Sigma}_{k}=\frac{\boldsymbol{\Sigma}_{k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}}{\ell-k-1}
$$

Hence, by the linearity of the expectation, one gets

$$
\mathbb{E}\left[\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]=\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}\left[\mathbf{Z}_{k} \mathbf{Z}_{k}^{\top}\right]^{-1} \boldsymbol{\Sigma}_{k}\right)\right]=\frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right)}{\ell-k-1}=\frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}{\ell-k-1}
$$

which concludes the proof.
Probability. Let $\varphi: \mathbb{R}^{(n-k) \times \ell} \rightarrow \mathbb{R}, \mathbf{Y} \mapsto\left\|\left[\boldsymbol{\mu}+\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}} \mathbf{Y}\right] \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}$. Using the reverse triangular inequality, it holds for any $\mathbf{Y}_{1}, \mathbf{Y}_{2} \in \mathbb{R}^{(n-k) \times \ell}$ that

$$
\begin{aligned}
\left|\varphi\left(\mathbf{Y}_{1}\right)-\varphi\left(\mathbf{Y}_{2}\right)\right| & \leq\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\left[\mathbf{Y}_{1}-\mathbf{Y}_{2}\right] \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F} \\
& \leq\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}\left\|\left[\mathbf{Y}_{1}-\mathbf{Y}_{2}\right]\right\|_{F}
\end{aligned}
$$

where the last inequality follows from the submultiplicativity property. Thus, $\varphi$ is at worst $L$-Lipschitz with $L=\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}$. Applying [14, Proposition 10.3] then yields that if $\mathbf{G} \in \mathbb{R}^{(n-k) \times \ell}$ is a matrix whose columns are sampled from a standard Gaussian distribution, then $\forall u \geq 0$ one has

$$
\mathbb{P}\{\varphi(\mathbf{G}) \leq \mathbb{E}[\varphi(\mathbf{G})]+L u\} \geq 1-e^{-u^{2} / 2}
$$

Hölder's inequality yields $\mathbb{E}[\varphi(\mathbf{G})] \leq\left(\mathbb{E}\left[\varphi(\mathbf{G})^{2}\right]\right)^{\frac{1}{2}}$, and combining this fact with the result proved right above and the properties of multivariate Gaussian distribution one has

$$
\begin{aligned}
\mathbb{E}[\varphi(\mathbf{G})] & \leq\left(\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2} \mid \mathbf{Z}_{k}\right]\right)^{\frac{1}{2}} \\
& =\left(\left\|\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right)^{\frac{1}{2}} \\
& \leq\left\|\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right\|_{F}+\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}
\end{aligned}
$$

Altogether, this implies that

$$
\begin{equation*}
\mathbb{P}\left\{\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F} \leq\left\|\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1} \boldsymbol{\Sigma}_{k}\right\|_{F}+(1+u) \cdot\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}\right\} \geq 1-e^{-u^{2} / 2} \tag{17}
\end{equation*}
$$

Let us now consider, for $t \geq 1$, the event

$$
E_{t}=\left\{\left\|\mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F} \leq \sqrt{3} t \cdot \sqrt{\frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}{\ell-k+1}}\right\}
$$

Applying [1, Lemma 8] yields for all $t \geq 1$ that

$$
\mathbb{P}\left\{E_{t}^{C}\right\} \leq t^{-(\ell-k)}
$$

where $E_{t}^{C}$ denotes the complement of the event set $E_{t}$. Now, by denoting $E_{\mathbf{Z}_{k}}$ the event considered in (17), the law of total probabilities reads

$$
\mathbb{P}\left\{E_{\mathbf{Z}_{k}}\right\}=\mathbb{P}\left\{E_{\mathbf{Z}_{k}} \mid E_{t}\right\} \mathbb{P}\left\{E_{t}\right\}+\mathbb{P}\left\{E_{\mathbf{Z}_{k}} \mid E_{t}^{\mathrm{C}}\right\} \mathbb{P}\left\{E_{t}^{\mathrm{C}}\right\}
$$

Since one trivially has $\mathbb{P}\left\{E_{t}\right\} \leq 1$ and $\mathbb{P}\left\{E_{\mathbf{Z}_{k}} \mid E_{t}^{\mathrm{C}}\right\} \leq 1$, one gets

$$
1-e^{-u^{2} / 2} \leq \mathbb{P}\left\{E_{\mathbf{Z}_{k}}\right\} \leq \mathbb{P}\left\{E_{\mathbf{Z}_{k}} \mid E_{t}\right\}+t^{-(\ell-k)}
$$

or equivalently,

$$
\mathbb{P}\left\{E_{\mathbf{Z}_{k}} \mid E_{t}\right\} \geq 1-e^{-u^{2} / 2}-t^{-(\ell-k)}
$$

which ends the proof for the bound in probability.
Rearranging the terms. It remains to transform the terms to get more interpretable bounds. Since by definition $\left[\mathbf{U}_{k} \mid \overline{\mathbf{U}}_{k}\right]$ is orthogonal, and $\mathbf{Z}$ is full column rank, then using (9), one readily has

$$
\mathbf{K}_{\perp, k} \mathbf{K}_{k}^{-1}=\overline{\mathbf{U}}_{k}^{\top} \mathbf{K} \mathbf{U}_{k}\left(\mathbf{U}_{k}^{\top} \mathbf{K} \mathbf{U}_{k}\right)^{-1}=\boldsymbol{\operatorname { t a n }}\left(\mathbf{U}_{k}, \mathbf{K} \mathbf{U}_{k}\right)
$$

Then, using classical algebraic manipulations, one gets

$$
\begin{aligned}
\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2} & =\operatorname{tr}\left(\overline{\mathbf{U}}_{k}^{\top} \mathbf{K} \overline{\mathbf{U}}_{k}-\overline{\mathbf{U}}_{k}^{\top} \mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K} \overline{\mathbf{U}}_{k}\right) \\
& =\operatorname{tr}\left(\overline{\mathbf{U}}_{k}^{\top}\left[\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right] \overline{\mathbf{U}}_{k}\right) \\
& =\operatorname{tr}\left(\overline{\mathbf{U}}_{k} \overline{\mathbf{U}}_{k}^{\top}\left[\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right]\right) \\
& =\operatorname{tr}\left(\left[\mathbf{I}_{n}-\mathbf{U}_{k} \mathbf{U}_{k}^{\top}\right]\left[\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right]\right) \\
& =\operatorname{tr}\left(\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right)-\operatorname{tr}\left(\mathbf{U}_{k} \mathbf{U}_{k}^{\top}\left[\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right]\right)
\end{aligned}
$$

The second term is trivially equal to 0 , which finally yields

$$
\begin{aligned}
\left\|\left(\mathbf{K} / \mathbf{K}_{k}\right)^{\frac{1}{2}}\right\|_{F}^{2} & =\operatorname{tr}\left(\mathbf{K}-\mathbf{K} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}\right) \\
& =\operatorname{tr}\left(\mathbf{K}^{\frac{1}{2}}\left[\mathbf{I}_{n}-\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k} \mathbf{K}_{k}^{-1} \mathbf{U}_{k}^{\top} \mathbf{K}^{\frac{1}{2}}\right] \mathbf{K}^{\frac{1}{2}}\right) \\
& =\operatorname{tr}\left(\mathbf{K}^{\frac{1}{2}}\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right) \\
& =\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F}^{2} .
\end{aligned}
$$

We are now ready to prove Theorem 3.1. Similarly to the proof of Proposition A.3, we prove the result in expectation and in probability, separately.

Proof of Theorem 3.1: Bound in expectation If $\mathbf{Z} \in \mathbb{R}^{n \times \ell}$ is a matrix whose columns are independently sampled from a multivariate Gaussian distribution with covariance matrix $\mathbf{K} \in \mathbb{R}^{m \times m}$, then $\mathbf{U}_{k}^{\top} \mathbf{Z}$ has full row rank with probability 1 . Hence, since the expectation is monotonic and linear, taking the expectation over $\mathbf{Z}$ in Proposition A. 2 yields

$$
\mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}^{2}\right] \leq\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}+\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right]
$$

Applying Proposition A. 3 yields

$$
\begin{aligned}
\mathbb{E}\left[\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}\right] & =\left\|\tan \left(\mathbf{U}_{k}, \mathbf{K} \mathbf{U}_{k}\right) \boldsymbol{\Sigma}_{k}\right\|_{F}^{2}+\left\|\left[\mathbf{I}_{m}-\pi\left(\mathbf{K}^{\frac{1}{2}} \mathbf{U}_{k}\right)\right] \mathbf{K}^{\frac{1}{2}}\right\|_{F}^{2} \frac{\operatorname{tr}\left(\boldsymbol{\Sigma}_{k}^{2} \mathbf{K}_{k}^{-1}\right)}{\ell-k-1} \\
& =\left(\tau_{k}(\mathbf{K})^{2}+\frac{\rho_{k}(\mathbf{K})^{2}}{\ell-k-1}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}
\end{aligned}
$$

so that we obtain

$$
\mathbb{E}\left[\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F}^{2}\right] \leq\left(1+\tau_{k}(\mathbf{K})^{2}+\frac{\rho_{k}(\mathbf{K})^{2}}{\ell-k-1}\right)\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}^{2}
$$

Using Hölder's inequality, that is $\mathbb{E}\left[|X|^{2}\right] \leq \mathbb{E}[|X|]^{2}$ for any random variable $X$, concludes the proof.
Proof of Theorem 3.1: Bound in probability Since $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for any $a, b \geq 0$, Proposition A. 2 implies that

$$
\left\|\left[\mathbf{I}_{n}-\pi(\mathbf{Z})\right] \mathbf{A}\right\|_{F} \leq\left\|\overline{\boldsymbol{\Sigma}}_{k}\right\|_{F}+\left\|\overline{\mathbf{Z}}_{k} \mathbf{Z}_{k}^{\dagger} \boldsymbol{\Sigma}_{k}\right\|_{F}
$$

Applying Lemma A. 3 on the second term of the right-hand side concludes the proof.
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